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For Small Model !!!
10s or 100s M Params

Data
Parallelism
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For Small Model !!!
10s or 100s M Params

Data
Parallelism

Large Batch !!
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Conclusion

For Large Model !!!
> 1G Params

Model
Parallelisms
Pipeline Parallelism
Tensor Parallelism

ZeRO
FSDP
HSDP


