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In the future, most systems in high-performance computing (HPC)
will have a hierarchical hardware design, e.g., a cluster of ccNUMA or
shared memory nodes with each node having several multi-core CPUs.
Parallel programming must combine the distributed memory paralle-
lization on the node inter-connect with the shared memory paralleli-
zation inside each node. There are many mismatch problems between
hybrid hardware topology and the hybrid or homogeneous parallel pro-
gramming models on such hardware. Hybrid programming with a com-
bination of MPI and OpenMP is often slower than pure MPI program-
ming. There are also several opportunities where hybrid programming
has significant advantages.

The second part addresses future directions of the Message Passing

Interface (MPI) standardization by the MPI-3 Forum.
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